
IR II Deliverables 
Advik Rai 

2/28/2025 Weekly Research Deliverable 
Tasks: 

● Critical component of web app working—timestamp of the currently playing music are added to 
each frame-by-frame file of emotional data 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

● Correspondence from Dr. Pantelyat and Dr. Kang on paper draft, advice on publication 
 



 
 

 

 
 

● List of journal spreadsheet: 
https://docs.google.com/spreadsheets/d/1AeR8A8SSF2-tWz-22LzQoS-aBWsDUyWsIStHAXh
E7ZU/edit?usp=sharing  

● Ongoing revision of paper according to given suggestions: rearrangement of methods section 
into new headings; new diagrams and images; rewrite of review of literature; supplementary 

 

https://docs.google.com/spreadsheets/d/1AeR8A8SSF2-tWz-22LzQoS-aBWsDUyWsIStHAXhE7ZU/edit?usp=sharing
https://docs.google.com/spreadsheets/d/1AeR8A8SSF2-tWz-22LzQoS-aBWsDUyWsIStHAXhE7ZU/edit?usp=sharing


material section population 
https://docs.google.com/document/d/1SrpaZlADLbSvlmbs2Ym0aPC9DZt2gY4VIk_2Y5gv_3c/
edit?tab=t.0  
 

 
Upcoming Milestones:  

● Submitting to ArXiv: Early march 
 
Reflection:  
 
I managed to figure out the problem of having the codebase be able to ‘communicate’ with the 
embedded frontend mp3 music player, in order to have the timestamp of the music at the time of data 
collection written in the output files. This greatly contributed towards my goal of matching musical 
components to changes in emotion.  
 
Dr. Kang had a chance to look at my paper and leave me suggestions and edits, including rearranging 
the Methods section into the standard for journals in this field, which has been a priority. 
 
I am looking forward to meeting Dr. Pantelyat and Dr. Kang at 10:00 am on Wednesday, and am 
thinking about how I will eventually introduce the prospect of the I/M program and its details to him. 
  
I did well using my in-class work time. I am considering using this project as my entry into the regional 
Science Fair feeding into ISEF on March 15, 2025.  My goals for this week are to make considerable 
strides with the musical component aspect of my application, to keep amending to my paper draft, to 
continue preparation for SLC, and to get ready for the Science Fair too.  

2/13/2025 Weekly Research Deliverable 
Tasks: 

● Revised and edited paper according to Dr. Pantelyat and Dr. Kang’s advice and suggestions 
https://docs.google.com/document/d/1SrpaZlADLbSvlmbs2Ym0aPC9DZt2gY4VIk_2Y5gv_3c/
edit?tab=t.0  

● Correspondence from Dr. Pantelyat and Dr. Kang on paper draft, advice on publication 

 

https://docs.google.com/document/d/1SrpaZlADLbSvlmbs2Ym0aPC9DZt2gY4VIk_2Y5gv_3c/edit?tab=t.0
https://docs.google.com/document/d/1SrpaZlADLbSvlmbs2Ym0aPC9DZt2gY4VIk_2Y5gv_3c/edit?tab=t.0
https://morgancemse.com/home-4
https://morgancemse.com/home-4
https://docs.google.com/document/d/1SrpaZlADLbSvlmbs2Ym0aPC9DZt2gY4VIk_2Y5gv_3c/edit?tab=t.0
https://docs.google.com/document/d/1SrpaZlADLbSvlmbs2Ym0aPC9DZt2gY4VIk_2Y5gv_3c/edit?tab=t.0


 

 
● Created instructions for using my Google IDX prototype: 

https://paagalpan.notion.site/Instructions-for-using-the-idx-google-com-prototype-18bc478bf14
380bf8863ee015d6f5bf1?pvs=4  

 
Upcoming Milestones:  
 
Submit preprint to ArXiv: Late February 

 

https://paagalpan.notion.site/Instructions-for-using-the-idx-google-com-prototype-18bc478bf14380bf8863ee015d6f5bf1?pvs=4
https://paagalpan.notion.site/Instructions-for-using-the-idx-google-com-prototype-18bc478bf14380bf8863ee015d6f5bf1?pvs=4


 
Reflection: There was a lot of correspondence between Dr. Pantelyat and me this month, especially 
because it has been conference and publication-accepting season according to him. Dr. Pantelyat left 
an overwhelming 114 edits on my draft—many of them being minor wording changes—where he 
located points in the paper to expound upon. He recommended based on a pattern he has been 
seeing in recent journal publications that I add a supplementary materials section (which is a little bit 
different from the appendix) and links to shared folders of the data files and sets that I use. In order for 
other people to use the application in its working state, I wrote instructions in a lightweight webpage 
on how to use it  
 
I did well using my in-class work time. My goals for this week are now to begin preparation for the SLC 
conference, and revise my review of literature even more with details and slight rearrangement, 
distinguishing it even more from the JSR-accepted draft. I am also working on the prototype itself and 
would like to make it usable without precautions necessary, among other things.  

1/10/2025 Weekly Research Deliverable 
 
Tasks: 

● Drafted methods paper manuscript  Advik Rai 2025 Paper
 

● Obtained frame-by-frame emotion analysis data in files 
 
Figure: Code in the app backend that writes and saves facial expression-emotion data to a 
series of json files 

 

 

https://docs.google.com/document/d/1SrpaZlADLbSvlmbs2Ym0aPC9DZt2gY4VIk_2Y5gv_3c/edit?usp=sharing


 
 Figure: The components of each json file such as .  

  

 



 
● Obtained musical analyses from PyTorch analyzer  

 
Figure: PyTorch automated second-by-second musical analysis of particular mp3, with beats 
and downbeats charted, song sections (intro, instrumental, chorus, etc.) mapped out 

 

 



 
 
Upcoming milestones: 

● Capability to record the exact second currently being played in the MP3 file by the website's 
music player – 1/13 

● Methods paper finished – 1/15  
 
Reflection:  
One highlight of my work recently has been obtaining frame-by-frame emotional data in the form of 
usable .json files. Each of these files includes timestamps in Unix epoch form (the number of 
milliseconds elapsed since 00:00:00 Jan 1, 1970) as well as detailed data on facial expression 
analysis, like the dominant emotion and the numeric values for emotions such as anger and disgust. 
The files have information on gender, age, and physical features, and crucially offer the capability to 
directly track arousal, valence, and attention levels over time.  
An issue I dealt with is the following: Every frame of the facial expression analyzer outputted a data 
file that was 3 megabytes large, and with over 10 frames a second, the system could get very 
overwhelmed with hundreds of sizeable files appearing very quickly. The bulk of data was found to be 
from bitmaps of hundreds of thousands of pixels that were automatically saved with each json file. I 
addressed this promptly by retaining only the relevant portions, and the file sizes were drastically 
reduced from 3 MB to only 5 KB each, an improvement of 600x! 
I got the PyTorch music analyzer working and it has outputted results for a variety of music files. 
This is a major step forward in my project, as it allows me to quantifiably analyze the relationship 
between facial expressions and music. 
I have also been working on drafting the methods paper that will incorporate all of this work. I plan to 
run it by Dr. Pantelyat and his team as they asked me to, and have it published first on arXiv or 
bioRxiv.  
My goals for this week are: 

● To synchronize the audio data from music with facial expression data at corresponding 
timestamps. 

● To incorporate more musical components (timbre, chords, melodies) of select songs to refine 
the system’s analysis capabilities. 

 

12/13/2024  
Tasks: 

● Manuscript submission to Journal of Student Research (https://www.jsr.org), manuscript 
● Met with Dr. Pantelyat on 11/19/2024 Transcript  
● Hard-coding of musical components is in progress:  

○ Download and set-up of PyTorch analyzer used in 
https://doi.org/10.1109/WASPAA58266.2023.10248148  

○ Troubleshooting missing packages, outdated code 
○ Two approaches: Usage of pure piano pieces vs. modern songs with multiple tracks, 

instruments, etc.  
● Fixed and expanded mp3 player https://idx.google.com/algoarias-react-8635296  

 

https://www.jsr.org
https://docs.google.com/document/d/1nrJMp7J-tw7rZdcy91T_NfE-YdVXyE1oFNvfgb7vw10/edit?usp=sharing
https://docs.google.com/document/d/12kFQdRJtpAWatSfxq7GBzhIiUMdcadzvzQDZEIH-tRs/edit?usp=sharing
https://doi.org/10.1109/WASPAA58266.2023.10248148
https://idx.google.com/algoarias-react-8635296


● Arranged for recommendation from Dr. Pantelyat for RSI Summer program 
 Pantelyat_Rai_RSI_Letterofsupport_12_9_24.pdf

● Revisions and rehearsals for IR Classroom Presentations this week Slides  
 
Upcoming Milestones:  

● Draft methods paper – 12/20/2024 
 
Reflection:  
One highlight was submitting the manuscript to the Journal of Student Research, which was a great 
step forward in sharing my work with wider audiences. Meeting with Dr. Pantelyat on November 19th 
was invaluable – he suggested some of the avenues the Center uses to publish methods-papers like 
mine (arXiv and bioRxiv, among others) and offered to look over my finished manuscript in the near 
future. 
 
I actively pursued the hard-coding of musical components for the project. This involved setting up a 
PyTorch analyzer based on the methodologies described in the research paper. Crucially, 
troubleshooting was required and is still ongoing.  
 
Moving forward, I'm excited to continue exploring the two approaches – using pure piano pieces for 
ease of computation and simplicity vs. jumping into modern songs with their multiple tracks and 
instrumentations. Analyzing the pros and cons of each approach by trying each out will dictate the 
direction of the research moving forward. Finally, securing Dr. Pantelyat's recommendation for the RSI 
Summer program is a big win that motivates me to improve my dedication and focus even more.  
 
I did well using the in-class work time to the fullest extent these past few weeks, but would like to 
spend a bit more time in the next few days rehearsing my presentations to be given soon. 
 
 
 

11/15/2024  
Tasks: 

● Scheduled meeting with Dr. Pantelyat on 11/19 

 

https://drive.google.com/file/d/1Q_mBlHCevDInLfUfgcGwnw8OIrrKBN7r/view?usp=sharing
https://docs.google.com/presentation/d/1mt1kZW-sYaGE8Ighe87UZQ3o0lWi7LFmXwPSTQIWDno/edit?usp=sharing


 

 



 

● Ported facial recognition / music player website to Project IDX 
○ Pro: I can edit it from any device, not just my laptop 
○ https://idx.google.com/algoarias-react-8635296  

Upcoming milestones:  

- Hard-coding musical components of select songs to refine the system's analysis capabilities 

Plan to hard-code the musical components (tempo, melody, instrumentation) of a few 
select songs to refine the system's analysis capabilities 

Reflection:  

The primary obstacle this week was finding software capable of accurately quantifying musical 
components in songs. Exploring 3rd party apps like moises.ai and “mapping tonal harmony pro,” and 
even the bespoke video game music tool “pocketbard.app” that Mr. McCready suggested I look into 
for my research. Plan to hard-code the components of a few songs I know well and using those to 
train the system. If the emotion changes in a person can be tracked over time and matched to musical 
components of just one song successfully, this will readily set the stage for using any chosen musical 
sample, so I can hone in on this limited scope of getting just one music piece fully mapped out. 

Goals for next week: 

 

https://idx.google.com/algoarias-react-8635296
https://www.pocketbard.app/


- Meeting with Dr. Pantelyat (11/19): Discuss the hard-coding approach, seek feedback on 
refining the system for accurate analysis, and explore even more potential next steps, 
particularly regarding journal publication of the work that I have up to this point. 

- Continue investigating software solutions for automated music component analysis. The 
prompt-based approach of the Google AAC machine is not as well-suited, but 

- If the hard-coding approach proves successful, begin collecting data on facial expressions and 
corresponding emotional responses while playing the hard-coded songs. 

I did not see this assignment until Sunday night (even though I was looking at my Canvas calendar 
continually throughout the week), and I understand the importance of adhering to deadlines. I take full 
responsibility for missing this previous submission and will keep striving to improve my calendar 
oversight.  

 

11/01/2024 
Tasks: 
 

● Met with Dr. Pantelyat and Dr. Kang on 10/21. 
○ The link to the slides I had prepared for JHU: 

https://docs.google.com/presentation/d/1MYuthaBx0G94i15ltGk3nMUB0bz_PBNgNsR
1q8ZpYCo/edit?usp=sharing  

○ Transcript link: 10-21 in-school meeting.docx 
 

● I got the Google AI Studio ‘Affective Algorithmic Composition’ software of 8-bit melody 
working.  

○ Software used: AngularJS 
○ Package: Google AI Studio 
○ Link: https://idx.google.com/angular-webaudio-melodies-sample-8443307 with API key 

AIzaSyC6hFL1HEKdhK5_EnIQVNIf3eXrkkpU8Mg (google Idx workspace sharing is an 
experimental feature) 

 

https://docs.google.com/presentation/d/1MYuthaBx0G94i15ltGk3nMUB0bz_PBNgNsR1q8ZpYCo/edit?usp=sharing
https://docs.google.com/presentation/d/1MYuthaBx0G94i15ltGk3nMUB0bz_PBNgNsR1q8ZpYCo/edit?usp=sharing
https://hcpss-my.sharepoint.com/:w:/g/personal/arai6773_inst_hcpss_org/EXs1ymjkd6xIkTjT1AQpoLcBZARPfOTj8sV8AudSBGNsuQ?e=TJYWJl
https://idx.google.com/angular-webaudio-melodies-sample-8443307


○ Prompt entered: “sad song”

 
 

○ Result: Melody is being generated. 

 

 



Upcoming milestones:  

- Begin data generation and collection (11/05/2024) 

Reflection:  

In their idx.dev website, Google has a demo library using their AI Studio that can be used to generate 
simple melodies given a text prompt, like “sad song.” One obstacle was finding it in the first place and 
successfully testing it out as Google has made this software quite obscure to find. I got it working with 
the API key I generated and am looking to incorporate this type of algorithmic composition into my 
own website. It’s very rudimentary, but of all the methods detailed in all the papers about Affective 
Algorithmic Composition, this is the first one I’ve had success generating firsthand with.   

I talked to the doctors about this and showed them how they could run it on their end. We 
brainstormed potential next steps for the project, including hardcoding musical features and exploring 
alternative time frames for emotional data analysis. They were interested in having a gradient 
graphical view as opposed to an x-versus-y-across-time graph because having second-by-second 
data visualizations is surprisingly rare and less useful in the work they’ve done with patients. That is 
something to incorporate in the future, though I want to focus on the technological capability of the 
data collection first before focusing on how to display the data. 

I want to focus more on my research outside of class time, this week I have the AMC nat’l math 
competition that I have been preparing for. My goal next week is to work on data collection capability 
from pairing the AAC and the music player-facial recognition web app together, as I got them 
functioning independently. 

10/17/2024  
Tasks: 

● Drafted a compelling presentation for the Center for Music and Medicine (CMM) directors, with 
research progress, key findings 

● Maintained consistent communication with JHU researchers via email to schedule a mutually 
agreeable meeting time 

 

 



 

 

 

 

 



● Developed a separate slideshow summarizing research progress for the  due on October 21st 
● Explored further usage of the the React Material UI library in my website with its 

documentation, conducted extensive testing and trial-error experimentation in the vscode 
editor 

Upcoming milestones:  

- The meeting with Dr. Kang and Dr. Pantelyat is being rescheduled to tentatively next Monday, 
October 21st. Update: It is. 

Reflection: 

This week was focused on finalizing preparations for the upcoming meeting with the CMM directors 
and ensuring key website functionality is working like mp3 playback - this actually doesn’t work since I 
moved to react, it only displays a player now instead of actually playing the music and I am working on 
fixing that critical point. The scheduling a meeting time with the busy researchers proved to be a 
challenge, but it took some persistence and we have a date set now.  

Looking ahead, I'm eager to meet with the CMM directors to discuss my research progress, receive 
feedback, explore potential collaborations, etc. They were recently presenting their work at the Berlin 
conference for the international Association of Music and Medicine and they may have insights from 
there to share with me, among other things. 

In addition to that presentation, I’m developing the separate slideshow summarizing my research 
progress this month for class. This is good for refining my communication ability and ensuring that my 
research findings can be presented clearly and concisely. I have been working on that slideshow in 
class but haven’t finalized it to the degree I’d like to have it at right now – I want to accelerate my 
in-class workrate even more in the future.  

 

 

 

10/04/2024  
Tasks: 

● Found methods to analyze musical samples both qualitatively and quantitatively from a 
previous Hopkins paper 

 



 

Snippet from a paper in the sources of a previous Hopkins study that details the methods of audio 
feature extraction in a musical context.  

● Further researched audio processing in the Spotify developers studio and found a relevant API 
feature that extracts data from any music available on the platform 

 This code works for any song that is on Spotify, 
outputting values for the preset audio features that Spotify itself uses to recommend songs tailored 
best to each of its individual users  
 

https://pubmed.ncbi.nlm.nih.gov/28790944/


● Reviewed new source for literature review recommended by Hopkins team: 

 
Assessment of Gait, Balance, and Falls in Individuals with Neurodegenerative Diseases (wustl.edu)  
 

Upcoming milestones:  

- Synchronize the audio data from music with facial expression data at those timestamps: 10/8 
- Conference with JHU CMM members: 10/14  

 

Reflection: 

This week, I felt fairly productive in identifying valuable resources from previous Hopkins research that 
I hadn’t been introduced to earlier. The journal articles that Dr. Kang kindly sends relate highly to my 
project and keep strengthening my understanding with the latest up-to-date research, in contrast to 
some of the decades-old papers my previous literature review is built on.  

Some obstacles arose when attempting to analyze music myself: the Hopkins study provided 
methods, but I could not directly implement them as of now. Fortunately, my research into Spotify's 
developer studio revealed a relevant API feature for extracting audio data from the platform. It greatly 
simplifies audio signal analysis by giving readily available data points that Spotify itself uses for 
personalizing recommendations, and I’m working on incorporating this tool into the backend of my 
tool. 

Looking ahead to next week, I would like to spend more time on the functionality of the website, 
particularly on synchronizing the extracted audio data with facial expression data at corresponding 
 

https://digitalcommons.wustl.edu/cgi/viewcontent.cgi?article=1041&context=all_etd


timestamps (target date: October 8th). This will be a crucial step in establishing the correlation 
between specific musical elements and the evoked responses. 
 
I also want to prepare for the video conference where I present the progress of my project in the 
morning of October 14th. I think I can ask my 3rd period teacher Mr. McCready to enable me to stay 
on the call in the morning of school in the case that the call spills over the period demarcation – 
previous sessions with the CMM have been upwards of one hour, and this one may be the longest 
one yet as I may have to take and answer more questions in-call. 

9/27/2024  
 
Tasks: 
 

● Working on the real-time data tracking system within the web app to continuously monitor and 
visualize emotional affectance data that is captured frame by frame. This should operate 
seamlessly in the background to ensure a smooth user experience without visible 
interruptions. 
 

● These graphs show my attention, valence, arousal levels during a test session. The long 
pause is when I close the tab, trying to figure out how to minimize the other intermittent gaps. 
 

 

 

 



 

 
This works on an HTML webpage through a local server I created, which is different from the React 
app that is online. 
 

 
 



 
Upcoming milestones: 

- Synchronize the audio data from music with facial expression data at those timestamps: 10/8 
- Conference with JHU CMM members: 10/14  

 
Update: Dr. Pantelyat replied: 
 

 
 
 
Update update: Dr. Kang replied

 
 
I’ll email back possibly confirming that I may meet them in the morning at school. I could ask my  and 
perhaps some of the individual members of the CMM who know me best regarding next steps.  
An obstacle right now is getting the emotional readings to work on the main site instead of a local 
webpage, they use different code and the documentation seems not to include the details for the 
 



implementation I’m using – I’ll reach out to them personally for more information. Otherwise, getting 
emotional readings charted across time at all felt like a major step towards finishing the experimental 
tool.  

9/20/2024 Weekly Research Deliverable 
Tasks: 

● Drafted an email reply to Dr. Alex Pantelyat at JHU to confirm available times for meetings in 
October and express interest in contributing to ongoing lab projects. 

 

● Worked on the music functionality on my facial recognition website. 
○ Resolved errors in my code related to outdated libraries: overhauled previous Angular 

code for new React code 

 



 
 

● I began preparing the final steps for releasing the music functionality to the public version of 
the website.

 

The screenshot above shows the new music player that allows the user to play audio tracks, 
alongside the facial recognition component. 

 

Upcoming milestone: Confirming meeting times with Dr. Pantelyat and receiving feedback on my 
involvement in ongoing JHU projects.  – 9/25 

Reflection: 

 



This week, I felt fairly productive in advancing two key aspects of my research. First, I made progress 
in my correspondence with Dr. Pantelyat regarding my research pitch and potential involvement in 
existing projects at the JHU lab. My next step is to send the email and finalize meeting dates, which 
should open up further opportunities to collaborate.  

I worked on refining the system for tracklist capability, and while it’s not yet public, I’m close to 
achieving that goal. This part of the process has been challenging, particularly with troubleshooting 
some compatibility issues between the interface and the music library, but I’ve made headway and 
feel confident about an imminent release for basic music capability. 

For next week, my main goals are to finalize my meeting times with Dr. Pantelyat, start pitching my 
project to the broader lab group, and track emotions of users (time-stamped) as they listen to the 
music on my website. This precedes gathering initial user feedback and moves closer to real-time 
data collection. 

I’m sort of feeling in a rush because the research work needs to meet the deadlines that are set in the 
IR II class, but correspondence with the Hopkins researchers may be too slow to keep up with it. 
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